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META-ANALYSIS

A Case Study

DEREK C. BRIGGS
University of Colorado, Boulder

This article raises some questions about the usefulness of meta-analysis as a means of reviewing
quantitative research in the social sciences. When a meta-analytic model for SAT coaching is
used to predict results from future studies, the amount of prediction error is quite large. Interpre-
tations of meta-analytic regressions and quantifications of program and study characteristics
are shown to be equivocal. The match between the assumptions of the meta-analytic model and
the data from SAT coaching studies is not good, making statistical inferences problematic.
Researcher subjectivity is no less problematic in the context of a meta-analysis than in a
narrative review.
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Literature reviews play a critical role in research. Through the analysis
and evaluation of past research on a particular topic, the stage is set for new
theoretical and empirical contributions. Since the publication of Meta-
Analysis in Social Research (Glass, McGaw, and Smith 1981) and Statistical
Methods for Meta-Analysis (Hedges and Olkin 1985) in the early 1980s, the
meta-analysis has become an accepted and, in many instances, a preferred
methodological approach for the review of quantitative research studies in
educational research. A search for the keyword meta-analysis in the Educa-
tional Resources Information Center (ERIC) between 1980 and 2003 turns
up well more than 1,000 citations of articles from peer-reviewed research
journals or conference presentations. Meta-analysis has been used to review
topics such as the effects of rewards on intrinsic motivation, the relationship
between educational resources and achievement, the effectiveness of phonics
instruction, and the effectiveness of bilingual education. In the textbook
Experimental and Quasi-Experimental Design for Generalized Causal Infer-
ence, the authors describe meta-analysis as “one of the most important social
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science developments in the second half of the 20th century” (Shadish, Cook,
and Campbell 2002, 446).

The use of meta-analysis has been criticized on statistical grounds in the
past (Oakes 1986; Wachter 1988; Berk 2004; Berk and Freedman 2003).
Indeed, the potential for the misuse of meta-analysis has been well recog-
nized even by those who have done the most to develop it as a methodology
(Hedges 1990; Kulik and Kulik 1988). A key issue, and one that I revisit here,
is whether the fundamental assumptions of the meta-analytic model are
likely to hold for the data under review. The primary purpose in this article is
to raise some empirically grounded questions about the usefulness of the
meta-analytic approach. I will suggest that a meta-analysis is ultimately not
that much different from a systematic narrative review, but with the unfortu-
nate distinction that the role of human judgment in the meta-analysis is more
easily obscured.

This article is not a meta-meta-analysis but a case study of a specific appli-
cation of meta-analysis in a review of educational research. In this article, I
critique a meta-analysis used to synthesize evidence about the effectiveness
of coaching programs for the SAT. Meta-analyses are inherently difficult to
critique for two reasons: (a) the prohibitive cost of reading and reviewing all
the studies that form the basis of the meta-analysis and (b) a lack of new stud-
ies available to test the validity of the meta-analytic model. Because I have
gathered, read and evaluated virtually1 every published and unpublished
study of SAT coaching that has been the subject of previous reviews as back-
ground for a different project (Briggs 2001, 2002b, 2004a, 2004b), and
because many new studies have been conducted since the last major review of
the SAT coaching literature, I find myself in a good position to evaluate the
merits of the meta-analytic approach in this restricted context. There is no
statistical basis for generalizing the context-specific findings here to all
meta-analyses, but I believe that the sort of data examined here are typical of
the sort found in other social science research contexts. And although the
context and methods for a meta-analysis may vary, the basic steps of the
approach tend to be the same. In all likelihood, the issues raised in this article
are ones that any meta-analysis would need to address.

There are four principal sections to this article. In the first section, I pro-
vide the necessary context for my case study. I give some background on SAT
coaching studies and provide a frame of reference for the interpretation of
estimated coaching effects. I next introduce a widely cited and well-regarded
meta-analysis of SAT coaching studies conducted by Betsy Jane Becker in
1990. In the second section, I evaluate Becker’s meta-analytic regression
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magnitude as most of the coaching effects estimated in individual studies. It
seems that Becker’s meta-analysis does poorly when it comes to predicting
the results of new studies.5 To make this more concrete, when Model D is
used to predict the results of new coaching studies, one must expect predic-
tions of SAT-V coaching effects to be off on average by +/–17 points. Predic-
tions of SAT-M effects, using the same model, will be off on average by +/–29
points. Note that the RMSE does not decrease once treatment and design
characteristics of the studies are controlled. This is cause for concern,
because the reason these sorts of regression adjustments are made is to better
predict the effect of coaching. The next section shows why such adjustments
fall short.

INTERPRETING META-ANALYTIC
REGRESSIONS AND QUANTIFYING STUDIES

INTERPRETING META-ANALYTIC REGRESSIONS

Table 3 presents the results from Models A through D, estimated using
generalized least squares. These results correspond to Table 7 of Becker’s
1990 review (p. 393). For ease of interpretation, I have translated the esti-
mated regression coefficients from effect size units back into SAT scores. (I
assume that the relevant SD for each section of the SAT is 100 points.)

Models C and D include predictor variables meant to control for differ-
ences in coaching studies. In Model C, the emphasis is on controlling for dif-
ferences in coaching programs. The model includes predictor variables that
indicate whether coaching emphasized verbal instruction, math instruction,
alpha instruction,6 item practice, test practice, test-taking skills, other prepa-
ratory activities, homework, and computer instruction. Model C also
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TABLE 2: Average Prediction Error From Becker’s (1990) Meta-Analytic Models



includes dummy variables that indicate whether a study involved a control
group of uncoached students (“Control Group”), whether the control group
derived from a wait-list of students interested in receiving the coaching treat-
ment (“Wait-List Control”), and whether the control group received an alter-
nate form of coaching (“Alternate Control”).7 The only continuous variable
measures the duration of the coaching treatment in hours.

In Model D, the emphasis is on controlling for differences in study



report had been published, made use of random assignment to treatment con-
ditions, employed statistical matching, and was sponsored by Educational
Testing Service (ETS). Ordinal variables ranging in values from 0 to 2 were
included for sample selectivity (“Selectivity”) and motivation (“Voluntari-
ness”). For Selectivity, 0 represents a study sample comprised of students
with low academic ability, 1 represents a sample of students with mixed aca-
demic ability, and 2 represents a sample of students with high academic abil-
ity. For Voluntariness, 0 represents compulsory participation in a coaching
program, 1 represents participation in a coaching program possible with little
cost, and 2 represents participation in a coaching program that is voluntary.
Studies with higher values on the Voluntariness variable are those where
coached students are better motivated.

In Model A, no predictor variables are included in the regression. The
coefficient for the grand mean, 30, is the weighted average of coaching
effects across all studies, for both SAT-V and SAT-M. The total effect of
coaching on the SAT is predicted to be 60 points. In Model B, a dummy vari-
able is included for SAT-M. The results suggest that the SAT-V coaching
effect is about 26 points, whereas the SAT-M effect is about 37 points. Again,
the total effect of coaching appears to be about 60 points.

According to Model C, coaching duration, verbal instruction, and item
practice are significant predictors of effect size. Imagine that there are two
coaching studies that only differ on these three variables. The first study
involves a coaching program that is 10 hours long with no verbal instruction
or item practice. By contrast, a second coaching study involves a coaching
program 20 hours long with verbal instruction and item practice. Using
Model C, the predicted SAT-V and SAT-M coaching effects for the second
coaching study would be 46 and 47 points higher than those predicted for the





tion.8 The grand mean for coaching duration among all studies is about 30
hours (represented in Figure 1 by a vertical dashed line). With the exception
of one study, the duration of coaching for randomized studies is less than 30
hours. The regression adjustment of Model D is based on the assumption
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TABLE 4: Estimated Coaching Effects in Randomized Studies

Report and Study SAT-M SAT-V

Alderman and Powers (1980)
School A 22
School B 9
School C 14
School D 14
School E –1
School F 14
School G 18
School H 1

Evans and Pike (1973)
Group A 12
Group B 25
Group C 11

Laschewer (1985) 8 0
Roberts and Openheim (1966)

School A 17
School B 12

Zuman (1988) 51 14
Median effect estimate 12 14

TABLE 5:



that, once other design characteristics are held constant, the two regression





filled out by students before they take the SAT. Coaching at Company A con-
sisted of a 10-week course with 4 hours of class per week split between prep-
aration for the SAT-V and SAT-M. At Company B. coaching was shorter in
duration, spanning 24 hours of classroom instruction on both sections of the
test. Coaching at Company C was not analyzed by the FTC because of the
small number of students involved.

The initial report on the FTC study was released as a staff memorandum
by the FTC’s Boston Regional Office (1978). Although this memo reported
SAT-V and SAT-M coaching effects at Company A as large as 55 and 40
points, it was strongly criticized by the central administration of the FTC on
the basis of flaws in the data analysis. The central administration suspected
that the estimated coaching effects were biased. Coaching effects had been
estimated by comparing coached and uncoached students that were, on aver-
age, not equivalent with respect to variables such as socioeconomic status
and academic background.

The data were subsequently reanalyzed by the FTC’s Bureau of Con-
sumer Protection (1979), and this reanalysis was later published by
Sesnowitz, Bernhardt, and Knain (1982). Coaching effects were reestimated



took the PSAT once and the SAT twice but who received coaching after tak-
ing the SAT for the first time. After calculating PSAT-V to SAT-V gains,
Rock found evidence that the SAT-V scores of the “to be coached” students
were already growing at a significantly faster rate than those of control stu-
dents. A similar pattern was not found for SAT-M scores. Taking these
growth rates into account, Rock estimated Company A’s SAT-V coaching
effect as 17 points. No such adjustment was proposed for the SAT-M coach-
ing effect.

The FTC investigation was a landmark event. It was by far the largest
coaching study to be conducted, with total samples of 556 coached and 1,566
uncoached students. It was the first study to focus extensively on the effects
of commercial coaching programs. It was the first case of multiple research-
ers employing a variety of statistical approaches with the hope of reducing
bias in estimated effects. It was one of the first controlled studies to suggest
sizeable effects from a coaching program (Company A).

These sorts of fascinating details are lost in Becker’s meta-analysis. More-
over, some of the coding seems to be wrong. The FTC report is coded as
unpublished, suggesting a report of lower quality that has “not undergone the
review process typical of most academic journals” (Becker 1990, 397). But
this report was subsequently published in an academic journal (Sesnowitz,
Bernhardt, and Knain 1982). And it is the most peer-reviewed analysis in the
history of SAT coaching reports. In addition, only data from Company A is
included in Becker’s meta-analysis.

Calculating effect sizes for meta-analytic regressions. In meta-analysis,
the decision of how to compute comparable effect sizes across studies is
often a subjective one. There are three key issues here. First, whether
adjusted or unadjusted effect sizes should be computed. Second, how effect
sizes should be computed when means and standard deviations are not
reported in primary studies. Third, how effect sizes should be computed for
studies with no control groups. Below I examine how these issues are dealt
with in Becker’s meta-analysis.

The effect sizes Becker calculates do not take into account any statistical
adjustments. The effect is simply the mean difference in SAT score changes
between coached and uncoached groups. But when comparisons between the
two groups are confounded by omitted variables, researchers are likely to
make statistical adjustments to their effect estimates in an attempt to ta



estimate in the reanalysis by Rock (1980) was 17 points. Which effect esti-
mate should be used in the meta-analysis? Becker’s analysis uses the unad-
justed 55-point estimate, but a different meta-analyst might make an equally
compelling case for using the 17-point estimate.

Becker’s calculation of effect sizes requires that for each coaching study
within a report, one has the mean and standard deviation of SAT scores for
both coached and uncoached groups (recall Equations 1 and 2). A number of
coaching studies do not report these sorts of descriptive statistics. In such
cases, the descriptive statistics have been estimated by Becker. For example,
in the coaching study by Kintisch (1979), standard deviations are not
reported. They are estimated from the data as a function of the observed range
of SAT scores and a test-retest correlation provided by ETS. A similar sort of
strategy is adopted for other studies that fail to report the descriptive statistics
necessary to calculate effect size measures. A different meta-analyst, of
course, might employ a different strategy for estimating descriptive statistics.

Effect sizes must also be computed for studies that do not include control
groups. In Becker’s meta-analysis, there are five reports with no control
group (Marron 1965; Pallone 1961; Coffman and Parry 1967; Coffin 1987;
Johnson 1984). These reports provide 13 different measures of mean SAT
score changes for coached students (ghi

C ), but no comparable measures for
uncoached students (ghi

U ). It would seem that for 13 of the 70 studies under
review, there is no available measure for coaching effect size. Instead, for
these studies estimates of ghi

U were imputed by Becker as a weighted average
from all other uncontrolled coaching studies. It is worth noting that 11 of the
13 studies with no control groups derive from three reports conducted
between 1960 and 1967 on special samples of students (Marron 1965;
Pallone 1961; Coffman and Parry 1967):

• Pallone (1961) used a sample of boys from a private college preparatory high
school in Washington, D.C., including a number of high school graduates com





the course of a semester. The coding of design characteristics for the two
reports by Becker is virtually identical. The only code that seemingly distin-
guishes the two study designs is that one was published and the other was not.
Yet based on the respective study designs described by the authors, the study
by Burke appears to be of much higher quality than the study by Kintisch.
Burke analyzed separate samples of 11th- and 12th-grade students who
had taken one semester of her reading program; Kintisch grouped together
all 12th-grade students who had taken her elective course over a 3-year
period. Burke took great pains in her study to demonstrate empirically that
students in both coached and uncoached conditions were equally



I. SAT scores are independent within coached and uncoached student groups,
and

II. SAT scores are independent across coached and uncoached student groups.

Across each report (h),

III. estimated coaching effects are independent.

Assumption I means that for any given study sample, how any one
coached student performs on the SAT is unrelated to how any other coached
student performs on the SAT. Likewise, the performance of any uncoached
student is unrelated to the performance of any other uncoached student. As-
sumption II means that the performance of uncoached students on the SAT is
unrelated to that of coached students. Assumption III maintains that the re-
sults from one report have no influence on the results from another report.
One assumes further that within coached and uncoached groups, SAT scores
have identical normal distributions with a common mean and variance. Re-
call that X and Y represent first and second testings on the SAT. For coached
students,

( ) ( )X N and Y Nhij
C

hi
C

hi hij
C

hi
C

hi~ , ~ ,µ σ ν σ2 2 , (4)

and for uncoached students,

( ) ( )X N and Y Nhij
U

hi
U

hi hij
U

hi
U

hi~ , ~ ,µ σ ν σ2 2 . (5)

The variance term σ hi
2 is presumed to be constant across testings for both

coached and uncoached students. The parameters µ ν µ νhi
C

hi
C

hi hi
U, , , ,U and σ hi

2

are all unobservable population-level quantities. But what, exactly, are the
target populations? Within coaching studies, there are several possibilities,
from the most general to the more specific:



In Becker’s meta-analysis, the target populations are not explicitly defined.
None of the students in the coaching studies analyzed derive from probability
samples drawn from any defined population.

Without random sampling, statistical inference leans heavily upon the
assumptions of independence, represented above by I, II, and III.12 How plau-
sible are these assumptions in the coaching literature? Consider first
Assumption I: SAT scores within treatment groups are independent. In many
studies, coached students are exposed as a group to instruction from a single
teacher (Dyer 1953; French 1955; Dear 1958; Kintisch 1979; Burke 1986;



treatment (Alderman and Powers 1980) also changed after a spate of coach-
ing reviews were published during the 1980s, reviews that were themselves
prompted by key reports and reviews (Pallone 1961; Marron 1965; Evans
and Pike 1973; FTC Boston Regional Office 1978; Slack and Porter 1980;
Jackson 1980).

Certain adjustments to meta-analytic assumptions are sometimes made.
Becker’s meta-analytic regressions derive from a fixed effects model. One
adjustment to the model would be to assume that effect size estimates derive
from some population of random or mixed effects. In a random-effects
model, each coaching effect from a study is assumed to be drawn as a random



What are the consequences when independence assumptions are vio-
lated? Using simulated data, Berk and Freedman (2003) have shown that
even very simple forms of positive dependence can lead to standard errors
that are 50% larger than those that would calculated using conventional for-
mulas. In real data sets, more complex forms of dependence are just as likely,
with potential consequences for standard errors that may be considerably
worse. If estimated standard errors are wrong, then inferences based upon p
values and confidence intervals will be misleading. The reporting of confi-
dence intervals and p values for synthesized effects (common practice in
almost all meta-analyses) provide an illusory sense of statistical authority.

If one takes these sorts of criticisms seriously, the inferential use of meta-



whether these conclusions seem to be supported after reviewing the new
reports that have appeared since Becker’s meta-analysis.

Conclusion 1a, that coaching effect summaries should be conditional on
whether a study involves a control group, was well established in prior
reviews by Pike (1978), Messick (1980), Messick and Jungeblut (1981),
Cole (1982), and Bond (1989). In fact, these reviews typically grouped
coaching effect summaries by those studies with no control group, those with
a control group assigned randomly, those with a matched control group, and
those with nonequivalent control groups. With respect to Conclusion 1b, I
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and Jungeblut. The second collection of studies adds to the first collection all
new studies with relevant data conducted since the Messick and Jungeblut









• randomized experimental designs,
• carefully defined treatments, and
• homogeneous samples from a large but well-defined population of interest.

Petitti (2000) suggested that this sort of context sometimes exists in medical
research. In educational research, the sort of context described above is
exceedingly rare. Outside of this context, the potential for meta-analysis to
obfuscate as much or even more than it enlightens is high.

No single methodological framework can ensure the validity of conclu-
sions drawn from a quantitative literature review. As Cronbach (1982, 108)
noted some time ago, commenting on a related context, “
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NOTES

1. There are two exceptions. I was unable to track down two SAT coaching reports:
Keefauver (1976) and Reynolds and Oberman (1987). The former is a doctoral dissertation and
the latter is a conference paper.

2. As of 1994, the SAT became the SAT I: Reasoning Test. For simplicity, I use the term SAT
throughout.

3. I am skipping one step. Becker makes an adjustment for bias in ghi
C and ghi

U (for details, see
Becker 1988). The adjustment has no bearing on the issues being raised here.

4. I will not use the report by McClain (1999) in the subsequent analysis because the paper
does not provide estimates for each section of the SAT. I also exclude the report by Smyth (1989)
because the sample from that report appears to overlap with that used in his more detailed 1990
report.

5. Becker also specifies meta-analytic regressions using subsamples of SAT coaching
reports, for example, modeling the estimated effects only for published reports, modeling the
estimated effects only for unpublished reports. The root mean square error (RMSE) of these
models tells a similar story to the one summarized in Table 2.

6. Defined by Bond (1989) as instruction geared toward the latent domain represented by
the test score, that is, the composite of underlying knowledge and reasoning ability developed
over a long period of time. Bond contrasted alpha instruction with beta instruction, which he
defined as instruction intended to improve general and specific test wiseness.

7. These dummy variables have obvious overlap with variables intended to control for
design characteristics. It is unclear why they have been included as part of Model C rather than
Model D.

8. The latter finding is influenced by the seven observations drawn from the same coaching
report by Marron (1965).

9. The PSAT is essentially a pretest of the SAT, administered to most high school students in
the 10th grade. The PSAT has the same format as the SAT, and performance on the PSAT is
strongly correlated with performance on the SAT.

10. In addition to the Federal Trade Commission report, these sorts of statistical adjustments
were made in the reports by Dyer (1953), French (1955), Dear (1958), Zuman (1988), and Alder-
man and Powers (1980).

11. For a more general and detailed presentation of this foundation, see Hedges and Olkin
(1985).

12. For a more general presentation of this issue, see Berk (2004, chap. 4).
13. This is hardly a new idea. See, for example, Bonde and Magistrate (1987). The impor-

tance of conducting literature reviews that are systematic receives strong emphasis.
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